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What is information?

• Consider three hypothetical statements
1. It is going to rain today
2. There will be thunderstorm and flooding today
3. Their will be snow fall.

• The information content of any message is closely related to the past knowledge of 
the occurrence of event and the level of uncertainty it contains with respect to the 
recipient of the message

• The amount of information received from the knowledge of occurrence of an event is 
related to the probability or the likelihood of occurrence of the event.

• The message related to an event least likely to occur contains more information.



•  



Problem on Information

• A binary symbol occurs with a probability of 0.75. Determine the 
information associated with the symbol in bits, nats and Hartley.



Average Information , Entropy
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Problem on Entropy

• A discrete memoryless source is capable of 
transmitting three distinct symbols, m0, m1 and m2. 
Their probabilities are ½, ¼ and ¼ respectively. 
Calculate the source entropy.



Information Rate
•  



Problem on Information rate

• Consider a telegraph source having two symbols, dot and 
dash. The dot duration is 0.2 seconds, and the dash duration 
is 3 times the dot duration. The probability of the dot 
occurring is twice that of the dash and the time between 
symbols is 0.2 seconds. Calculate the information rate of the 
telegraph source.



Source Encoding

• The process of efficient representation of data generated by a discrete 
source is known as source encoding

• The source encoder convert the symbol sequence into the binary 
sequence by assigning codeword to the symbol in the input sequence.

• The codeword assigned may either be fixed length or variable length
• In a fixed length codeword, fixed length binary codeword is assigned 
to each symbol whereas, in a variable length codeword more bits are 
assigned to rarely occurring symbols and less bits are assigned to 
frequently occurring symbols



Problem
•  

                                    A                                 B

Sunny ¼ 00 Sunny ½ 0

Cloudy ¼ 01 Cloudy 1/8 1110

Rainy ¼ 10 Rainy 1/8 110

Foggy 1/4 11 Foggy 1/4 10



Source Coding
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Shannon-Fano Coding
•  



Problem
•  

Message Probability I II III IV V No.of bits/message

M1 ½ 0 0 (1)

M2 1/8 1 0 0 100 (3)

M3 1/8 1 0 1 101 (3)

M4 1/16 1 1 0 0 1100 (4)

M5 1/16 1 1 0 1 1101 (4)

M6 1/16 1 1 1 0 1110 (4)

M7 1/32 1 1 1 1 0 11110 (5)

M8 1/32 1 1 1 1 1 11111 (5)
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Huffman Coding
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Problem
• Consider six messages M1 through M6 with probabilities 0.3, 

0.25,0.15,0.12,0.08,0.10 respectively.  Calculate using Huffman Code:- 
Average  length, Entropy, Code efficiency and Redundancy.





Problem
Q. Consider alphabets a, b, c, d, e and f with probability   
    0.4, 0.2, 0.1, 0.1, 0.1 and 0.1. Construct Huffman code and find 

a. Entropy
b. Average code word length
c. Code Efficiency
d. Code Redundancy



Types of Channel

• 1. Discrete memoryless Channel
• 2. Binary Symmetric Channel



Mutual Information

• The Mutual Information between two random variables measures 
non-linear relations between them. Besides, it indicates how much 
information can be obtained from a random variable by 
observing another random variable.

• It is closely linked to the concept of entropy. This is because it can 
also be known as the reduction of uncertainty of a random variable 
if another is known. Therefore, a high mutual information value 
indicates a large reduction of uncertainty whereas a low value 
indicates a small reduction. If the mutual information is zero, that 
means that the two random variables are independent.



How mutual information is calclauted
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CHANNEL CAPACITY



Shannon's Theorem, Channel Capacity 



Capacity of Gaussian Channel/ 
Shannon-Hartley Theorem



Bandwidth- S/N Tradeoff


